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Abstract
Six-sided ful ly immersive projective displays present complex and novel problemsfor tracking systems.
Existing tracking technologies typically require tracking equipment that is placed in locations or at-
tached to the user in a way that is suitable for typical displays of �ve or less walls but which would
interfer e with the immersive experience within a ful ly enclosed display. This paper presents a novel
vision-based tracking technology for ful ly-immersive projective displays. The technology relies on the
operator wearing a set of laser diodesarranged in a speci�c con�gur ation and then visually tracking the
projection of these lasers on the external walls of the display outside of the user's view. This approach
places minimal hardware on the user and no visible tracking equipment is placed within the immersive
environment. This paper describes the basic visual tracking systemincluding the hardware and software
infr astructure.

Keyw ords: Virtual Reality, tracking, optical, lasers.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-
Dimensional Graphics and Realism { Virtual Reality I.4.8 [Image Processingand Computer Vision]:
SceneAnalysis { Tracking.

1. In tro duction

Immersive displays have becomea popular technology
for scienti�c visualization, psychological research, tele-
operation, task training/rehearsal, and entertainmen t.
Advances in projection technology have facilitated
the development of immersive displays ranging from
large single wall projections (e.g. the PowerWall16 ),
three-wall displays (e.g. the Immersion Square8), four-
wall displays (e.g. the CAVE T M 3), �v e-wall displays
(e.g. the CABIN 17 ), and more recently six-sided dis-
plays (e.g. the Immersive Visual environment at York
{ IVY 19 ). The technology is beginning to move out
of the lab into the commercial arena, and vendors
such as FakeSpaceT M and TAN Pro jektionstechnolo-
gie GmbH have begun to design and build immersive
projectiv e displays.

Currently , most existing projectiv e immersive dis-
plays are designed with relativ ely small numbers of
walls. Although there are various reasons why the
non-fully-enclosed immersive environments have been
constructed, the lack of \full enclosure" does simplify
a number of design and construction details. As the
number of walls increasesmany of the problems that
can be solved \easily" in immersive projectiv e displays
with small numbers of walls becomemuch more com-
plex. Entry/egress, projector placement and most im-
portantly , head tracking, becomevery complex issues.
The limiting case of a fully enclosed (six-sided) en-
vironment is certainly the most challenging. The pri-
mary constraint imposed by fully enclosed environ-
ments is that the user is able to look in all directions.
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Figure 1: IVY: The Immersive Visual environment
at York. IVY is shown here with the rear (entry) wall
removed in order to show the structur e of the device
more clearly.

To date, at least seven six-sided immersive environ-
ments have been developed:

1. COSMOS (VR Techno Centre in Gifu Japan)24 ; 6 .
2. HyPi-6 (Fraunhofer Institute for Industrial

Engineering)10 ; 18 .
3. The PDC VR-CUBE (Centre for Parallel Comput-

ers in Stockholm) 5 .
4. The VR-CA VE (VR-CENTER NORD at Aalb org

Univ ersity) 20 .
5. The C6 (Iowa State Univ ersity) 13 .
6. ALICE (Beckman's Integrated SystemsLaboratory

in the Univ ersity of Illinois) 21 .
7. IVY (York Univ ersity) 19

The underlying goal of these devices is to present
a fully enclosedvisual environment to the user. The
IVY (Immersiv e Visual environment at York) six-
sided fully immersive environment is shown in Fig-
ure 1. IVY is an 8' cube in which each surface is rear-
projected. The rear wall (not shown in Figure 1) slides
out of the way to provide entry/egress from the envi-
ronment. Once the user enters IVY and the rear wall
is closed, stereo imagery is projected onto each of the
six sides. In order to project the correct images on
the six sides, it is necessaryto know the location and
orientation of the user's head, otherwise the user is
more lik ely to experiencediscomfort (headaches, nau-
sea, disorientation; symptoms collectively known as
cybersickness22 ). In displays which contain less than
six sides, it is possible to use commercial head track-
ing systemssince the tracking equipment can be posi-
tioned in such a way that it doesnot interfere with the
user's view of the scene(i.e. behind the user). How-
ever, six-sided displays impose a unique constraint:
the tracking equipment must be placed outside of the

Figure 2: Basic approach. The user wears low power
laser diodeswhoseprojections are tracked via a camera
outside of the display. The head position and orienta-
tion is computed from these projections.

user's �eld of view to not negatively impact their
senseof immersion or \presence." Due to the fully
enclosednature of these displays, the user is able to
move around and look in any direction, thus the only
reasonableplace to position the tracking equipment is
outside of the working volume.

Since the user is fully enclosed,state-of-the-art op-
tical trackers and acoustical trackers which require
a line-of-sight to the user are inappropriate. Cur-
rently , magnetic tracking is the technology of choice
for fully immersive displays. The COSMOS, PDC
VR-CUBE and the VR-CA VE all use the Polhemus
FASTRAK r
 magnetic tracker11 while the C6 and
ALICE both employ Ascension Technology's Motion-
Star Wireless r
 magnetic tracking system2 . The Pol-
hemus FASTRAK r
 requires the user to be tethered
to the basestation with long visible cables, while the
MotionStar Wireless r
 system uses a magnetic �eld
emitter outside of the working volume with an ex-
tended range of in
uence. Unfortunately , magnetic
tracking systems have a number of disadvantages14 .
They are dependent on the local ambient electromag-
netic environment and thus are subject to distortion
and noise when used in close proximit y to metallic
objects or stray magnetic �elds. A number of six-
sided immersive displays are constructed out of wood
to reduce this interference. The qualit y of the mag-
netic tracking measurements is a function of the mag-
netic signal strength. Thus, as the user moves fur-
ther away from the magnetic �eld emitter the pre-
cision decreases.This implies inconsistent tracking
throughout the working area and is illustrated in the
work of Kindratenk o15 where a comparison is given
between a hybrid inertial-ultrasonic tracking system
from Intersense12 and a magnetic tracking system.

2. Basic Approac h

In order to overcome the limitation of existing mag-
netic trackers, we have developed a novel \outside in"
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(a) (b)

Figure 3: User with helmet (a) and tracking device on
rotational stage (b). Note that the lasers are mounted
behind the user so that the laser beams strike walls
outside of the user's view and cannot be seen.

vision-based tracking system (brie
y described in 19 )
for tracking users within a fully enclosed projectiv e
immersive environment. The optical tracker utilizes
commercial camerasand computers, is capable of ob-
taining 6 DOF pose estimates of the user within the
environment at 15-20Hz, and is designed to be used
as either a standalone tracking system or primarily as
part of a hybrid optical-inertial tracking system9 . A
tracking system should not interfere with the normal
motion of the operator, it should have a fast update
rate, low latency, and be accurate. As the enclosedna-
ture of IVY limits the applicabilit y of existing tracking
technologies, a new approach was required (see Fig-
ure 2 for an illustration). Even though the enclosed
nature of the device makes existing approaches inap-
propriate, it does enable alternate approaches. The
projectiv e surfacesoutside of the view of the user can
be used as part of a system to track the user within
the environment. A �xed arrangement of low power
laser diodes is attached to a helmet that is worn by
the user (seeFigure 3). Camerasare positioned behind
the screenssuch that they can view the entire projec-
tion surface. The current implementation useso�-the-
shelf FireWire r
 (IEEE 1394) digital video cameras
to acquire the images. By tracking the projections of
the laser beamson the surfacesof the display in each
image, we are able to compute and track the user's
head pose.Arranging the laser diodes in a known ge-
ometry enablesus to constrain the poseof the device
based on these projections and allows us to compute
the �nal correct pose.An Extended Kalman Filter is
employed to predict, gate, smooth and obtain the �nal
poseestimate.

Figure 4: Basic laser geometry. The four lasers are
established so that lines drawn through their beams
would intersect at a common point P0 , and P3P0 �
P1P2 = P4P0 � P1P2 = P3P0 � P4P0 = 0.

Various con�gurations of laser diodescould be used
to localize the user. Our implementation usesa sim-
ple arrangement of four laser diodes in the geomet-
ric con�guration shown in Figure 4. Two of the laser
diodes are arranged so that they project in opposite
directions along a line, and the other two diodes are
arranged sothat they project orthogonal to each other
and orthogonal to this line. The projection directions
of all four laser diodes intersect at a single point, P0 .
Given the projections of the four laser diodes on the
exterior walls of the environment it is possible to ob-
tain strong constraints on P0 and to de�ne a 3D coor-
dinate frame aligned with this point.

To demonstrate this, we break the problem down
into two parts. The �rst is to determine P0 and the
coordinate system aligned with P0 given that one can
identify the three-dimensional position at which the
beamfrom speci�c diodesstrik e the various walls, and
the secondis to determine which laser spot on a wall
corresponds to which laser emitter. (Note that this
secondproblem can be avoided by using laser diodes
of di�eren t frequencies,or pulsing the lasers.)

For the remainder of this discussion,P1 ,..P4 are the
3D positions at which the laser beamsfrom the respec-
tiv e laser diodes strik e the walls of the environment.
P0 lies at the intersection of P1P2 with a perpendicu-
lar line that passesthrough point P3 . This point can
be found quite easily by noting that P0 lies along the
line de�ned by P1 + � (P2 � P1) and P1P2 � P0P3 = 0.
Solving these equations for P0 yields

P0 = P1 +
(P3 � P1) � (P2 � P1)

jjP2 � P1 jj 2
(P2 � P1)

This de�nes the origin of the frame, P0P3 de�nes the
forward direction vector for the frame, and the normal
of the plane is de�ned by points P1 ; P2 ; P3 ; ~n = P0P1 �
P0P3 , which determines the direction of the up vector.
Although P4 is not required in order to compute this
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frame (provided that the assignment of laser spots to
diodes is known), P4 will prove useful by providing
an additional constraint in terms of determining the
appropriate mapping from laser spots to emitters. In
terms of the geometry it is important to note that
P0P4 is perpendicular to the plane de�ned by P1P2P3 .

These calculations assume that we know the cor-
respondence between each laser diode and each laser
projection. In practice this may be accomplished us-
ing di�eren t wavelengths, or by pulsing the lasers at
known times. In our current implementation we take
a more algorithmic approach and use the geometry to
place constraints on the �nite number of possiblecon-
�gurations and choose the correspondence that min-
imizes an error function. We must determine the ap-
propriate labelings of the tracked laser projections Pi ,
Pj , Pk , and Pl with the actual laser points P1 , P2 ,
P3 , and P4 . There are 24 possible assignments of the
laser points to the emitters. Of all 24 possible assign-
ments, only four are consistent with the geometry of
the emitters9 . Figure 5 shows examplesof the possible
labelings and the impact this has on the posecompu-
tation.

Although there are four con�gurations that are con-
sistent with the geometry of the laser diodes, the
three incorrect assignments are su�cien tly distant
from the correct pose to be easily disambiguated us-
ing temporal coherence. If the correct assignment is
(Pi ; Pj ; Pk ; Pl ) ! (P1 ; P2 ; P3 ; P4), then the three in-
correct assignments are

1. (Pi ; Pj ; Pk ; Pl ) ! (P2 ; P1 ; P4 ; P3). This con�gura-
tion has the same P0 as the correct con�guration,
but is rotated by 180 degrees.With a 15Hz sam-
pling rate, the user would have to rotate at roughly
1350 deg/sec before this con�guration can be con-
fused with the correct one.

2. (Pi ; Pj ; Pk ; Pl ) ! (P3 ; P4 ; P2 ; P1). This incorrect
assignment and the �nal remaining assignment
have a di�eren t P0 , and an orientation change of
at least 90 degrees.This con�guration, lik e the fol-
lowing con�guration, is extremely unstable and can
only occur under extremely unusual conditions9 .
With a 15Hz sampling rate, the user would have
to rotate at roughly 675 deg/sec before this con�g-
uration can be confused with the correct one.

3. (Pi ; Pj ; Pk ; Pl ) ! (P4 ; P3 ; P1 ; P2). This incorrect
assignment is similar to the one above. It has a dif-
ferent P0 as well as at least a 90 degreeorientation
change.

A simple temporal tracking system coupled with
gating is used to discard these incorrect assignments.
Although these constraints allow us to keep a con-
sistent pose, there is still an issue of estimating the
initial pose.In our current implementation, the initial

correct assignment is chosen manually. Limiting the
tracked rotation to less than 500 deg/sec will easily
eliminate the three incorrect assignments.

3. Implemen tation Details

In the following section, wedescribe in more detail how
the tracking system is implemented. We �rst describe
how we acquire and track the 2D laser points from the
cameras, followed by a a short discussion on calibra-
tion of the system and a description of the method
used to discard invalid labellings of the laser dots.

3.1. Laser Poin t Acquisition

Digital camerassituated outside the immersivedisplay
aimed at each of the rear-projection screensallow us
to track the multiple laser projections. Each camera
is equipped with an optical wavelength bandpass �l-
ter with a peak response at 650nm (the laser diode
wavelength). This allows us to greatly simplify the im-
ageprocessingroutine speedingup the responseof the
tracking system as a whole. To �nd the centroid of the
laser dot in each image, we employ a sub-pixel peak
detector4 implemented using a weighted sum of the
image intensities corresponding to the image region
containing a laser dot. IVY utilizes eight projectors to
provide video to its six sides (t wo projectors are used
for each of the 
o or and ceiling in order to reduce
the physical footprin t of the device). Eight cameras,
connected to a single standalone Linux PC, are used
to cover IVY's six sides. This PC performs all of the
image processingand posecomputation and provides
\ev ents" of updated poseestimates to the application.

3.2. IVY screen calibration

Calibrating the optical system is of utmost con-
cern and is performed o�ine using a multi-stage
method, �rst determining the intrinsic parameters (ra-
dial/tangen tial distortions and principle point) of the
cameras using the calibration toolbox for Matlab 1 ,
and the extrinsic parameters modeled as a 2D pla-
nar homography between the image plane and the
projection screensurfacecomputed using the Discrete
Linear Transform algorithm described by Hartley and
Zisserman7 . The �nal calibration step is to determine
the relationship between each of the screen surfaces
to the world coordinate system. This is accomplished
by de�ning the world coordinate system as the center
of IVY and measuring the rigid-b ody transformation
separately for each screen.

3.3. Discarding In valid Con�gurations

Once the tracked 2D laser points are available, it is
now possible to determine the poseof the person be-
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(a) (b) (c)

(d) (e) (f )

Figure 5: Six examplesof the 24 possiblelabelings and their associated computed pose. Shownhere are screenshots
from a simulator designed to test the con�gur ation constraints on the laser geometry. The surrounding cube is an
analogue of IVY while the smaller dots on the sides of the cube are the associated laser projections. The thick
line (shown in yellow) is the computed Up vector, and the computed position is the large dot (shown in red). The
connecting lines between laser points indicate which lasers were used to compute the plane for orientation. Each
image is labeled with the text \CORRECT POSE" or \INCORRECT POSE" which is automatically computed
using only static constraints. (a) is the correctly computed pose while (b) is incorrect but cannot be distinguished
using only static constraints. Note that (b) is actually the correct pose rotated by 180 degrees around an oblique
axis. A simple temporal mechanism is needed to distinguish between these two solutions.

ing tracked. This is done using the above computation
for each possiblelabeling of the four laser dots (24 pos-
sibilities). In order to determine which is the correct
labeling, we impose geometric constraints on the so-
lution and compute an error function, � (i ), that will
allow us to determine which labeling is the correct one.
Using three constraints, we are able to determine the
correct solution (up to a re
ection, see Figure 5(b))
that corresponds properly to the poseof the device.

� (i ) = � ? (i ) + D (i ) + F (i ) (1)

where i is the current permutation of laser points,
� ? (i ) (the perpendicular error) is the sum of the dot
products of vectors that should be perpendicular in
this con�guration (we take the absolute value of each
dot product to ensure an increasing function), and

D (i ) is the shortest distance between the computed
position P i

0 and P i 0

0 where P i 0

0 is computed using
P i

4 P i
2 P i

1 rather than P i
3 P i

2 P i
1 . This eliminates many of

the incorrect labelings since P i
0 and P i 0

0 will not coin-
cide if the plane normal is computed with the incorrect
points. F (i ) is a binary function that is 1 only when
our computed plane normal is in the same direction
as P i

4 . The perpendicular error, � ? (i ) is de�ned as

� ? (i ) = j(P i
0 P i

4 � P i
0 P i

1 )j + j(P i
0 P i

4 � P i
0 P i

2 )j+

j(P i
0 P i

4 � P i
0 P i

3 )j + j(P i
0 P i

1 � P i
0 P i

3 )j+

j(P i
0 P i

2 � P i
0 P i

3 )j

(2)

D (i ) is de�ned as

D (i ) = jjP i
0 � P i 0

0 jj 2 (3)
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and

F (i ) =
�

0 ~n � (P i
4 � P i

0 ) > = 0
1 other wise

�
(4)

After evaluating � (i ) for each possible labeling, the
results are sorted in ascendingorder according to this
error function and the �rst 2 solutions are taken as
the correct pose and re
ection. Although there ex-
ist four possible solutions, two of these do not occur
in practice as they correspond to extreme head po-
sitions/orien tations within the environment, and are
extremely unstable. It is still necessaryto distinguish
between the �nal two solutions.

This is accomplished by applying a temporal co-
herenceproperty on possiblebody rotational velocity.
Given the two normal vectors associated with the �nal
two labellings, ~n1 and ~n2 and the previously computed
normal ~np we compute

� 1 = cos� 1
�

~n1 � ~np

j ~n1 jj ~np

�
(5)

� 2 = cos� 1
�

~n2 � ~np

j ~n2 jj ~np

�
(6)

and take the solution with the smallest associated
value of � as the �nal correct pose.

4. Results

4.1. Orien tation

The laser diode housing was placed on a rotational
stage in the center of IVY roughly 4' above the 
o or
that allowed us to rotate the device precisely at 1o in-
tervals. Figure 6 shows the raw data points for a full
360o rotation on the azimuth at 5o intervals. For each
direction vector, points on the unit circle are drawn
at both the measured and correct orientation in the
samecolour (note that due to the accuracy of the mea-
surement these points appear almost coincident). In
a cube-shaped immersive display the corners present
problems with tracking, and when the lasersshine into
the corners, no data can be collected and tracking is
lost until the lasers shine onto the screen. Note that
these gaps can be �lled in by using inertial data9 .

In a secondorientation experiment, rotational data
were collected over a 10 degree range at 1 degree in-
tervals on the azimuth. The relativ e angle, shown in
Table 1, was computed between the direction vectors
X-Z components and the �rst reported direction vec-
tor.

The mean error of this exercisewas approximately
0:1o while the max error was approximately 0:3o .

Figure 6: 360o Raw Orientation Data (taken at 5o in-
tervals). Unit vectors are plotted, with the same sym-
bol, in the recovered and measured directions. The plot-
ted X-axis is the X-coordinate of the unit vector and
the plotted Y-axis is the Z-coordinate of the unit vec-
tor. Note: the four large holes indicate positions where
the lasers were shining into the corners of IVY and
thus could not be tracked.

Rotational Stage Computed Angle

0o 0:0000o

1o 0:9229o

2o 1:9101o

3o 3:2703o

4o 4:1654o

5o 5:0992o

6o 6:2851o

7o 7:0167o

8o 8:3210o

9o 9:1814o

10o 9:8664o

Table 1: Computed anglesbetween the reported direc-
tion vectors at 1o increments.

4.2. Position

To estimate the accuracy of the position estimates,
we placed the device at 20 known locations (See Ta-
ble 2) within IVY and recorded the tracker output.
The raw data in this test is illustrated in Figure 7. The
mean absolute position error was modest at 1.13cm
but there wereseveral caseswhere the error wasnearly
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Absolute Position (X-Z) Reported Position (X-Z) Error X Error Z
(metres) (metres) (metres) (metres)

(0.00, 0.65) (0.0072, 0.6511) 0.0072 0.0011
(-0.81, -0.65) (-0.8167, -0.6527) 0.0067 0.0027
(0.81, 0.30) (0.8504, 0.3016) 0.0404 0.0016
(-0.81, 0.65) (-0.8175, 0.6559) 0.0075 0.0059
(-0.81, 0.30) (-0.8175, 0.3059) 0.0075 0.0059
(0.00, 0.30) (0.0046, 0.3066) 0.0046 0.0066
(0.81, 0.65) (0.8587, 0.6584) 0.0487 0.0084
(0.81, -0.65) 0.8586, -0.6546) 0.0486 0.0046
(0.00, -0.65) (0.0048, -0.6556) 0.0048 0.0056
(0.50, 0.65) (0.5072, 0.6484) 0.0072 0.0016
(0.50, -0.65) (0.5070, -0.6531) 0.0070 0.0031
(0.81, -0.30) (0.8126, -0.3013) 0.0026 0.0013
(-0.81, -0.30) (-0.8120, -0.3038) 0.0020 0.0038
(0.00, -0.30) (-0.0056, -0.3045) 0.0056 0.0045
(0.81, -0.30) (0.8154, -0.3070) 0.0054 0.0070
(-0.50, -0.30) (-0.5045, -0.3080) 0.0045 0.0080
(-0.50, -0.65) (-0.5014, -0.6509) 0.0014 0.0009
(-0.50, 0.30) (-0.5056, 0.3007) 0.0056 0.0007
(-0.50, 0.65) (-0.5041, 0.6542) 0.0041 0.0042
(0.50, -0.65) (0.5051, -0.6534) 0.0051 0.0034
(0.50, -0.30) (0.5040, -0.3026) 0.0040 0.0026
(0.50, 0.30) (0.5063, 0.3042) 0.0063 0.0042
(0.50, 0.65) (0.5070, 0.6512) 0.0070 0.0012

Table 2: Err or associated with measured and reported tracker positons. Al l data points were taken at the same
height (Y-coord) of 1.35m.

5cm. All errors greater than 1.0cm occured when X =
81cm. We believe that this is due to the placement of
oneof the ceiling cameras.Due to spaceconstraints on
the physical layout, one camera needed to be placed
largely o�-axis creating a large perspective distortion
in the image.

The noise covariance of each position estimate was
also computed and a typical example can be seen in
Figure 8(a) using a Linear Kalman �lter with vari-
ance of 1cm2 on position. The small covariance (ap-
proximately 0.5cm) in the position is attributable to
the noise in each laser position estimate due to the
limited resolution of the cameras.Sincewe are acquir-
ing 640x480 resolution images from the cameras, the
2.29m screen is imaged at approximately 500 pixels,
making 1 camera pixel correspond to approximately
0.5cm on the screen surface. Using higher resolution
images would increase the precision of the tracking
system since it would allow us to make better esti-
mates of the laser positions. Sincethe walls of IVY are
fabric walls, and thus vibrate and move slightly when
in the presenceof large motion within the display, we
were concernedhow this would a�ect the position es-

timate. We placed the device in a stationary position
and recorded data while violently moving the screen
fabric on all walls. The covariance of the estimate can
be seenin Figure 8(b). The system reacts well with a
spread of approximately 1.5cm even in the presenceof
large motion of the screensurfaces.

5. Summary and future work

The tracking approach for fully immersive environ-
ments presented here has many advantagesover exist-
ing approaches. The accuracy achieved is not a func-
tion of the distance of the user from a base station.
The system performance is not degraded by metallic
objects or other interference, the user is untethered
and is not required to wear a large encumbering de-
vice which could compromise their immersive expe-
rience. Since the laser diodes are aimed behind the
user, their projections do not interfere with the user's
visual experience.Also, using o�-the-shelf FireWire r

digital video cameras allows the tracking system to
evolve with the commercial market making it possi-
ble to increase the resolution and framerate as new
camera technology becomesavailable. Our current im-
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Figure 7: Reported Position of Tracker at known lo-
cations in metres. Di�er ent symbols are used only to
distinguish di�er ent measurements.

plementation is limited to approximately 15Hz while
work contin ues on increasing this to 30Hz. Increasing
the framerate would have a postive impact on the sys-
tem performance. It would be easier to disambiguate
the invalid pose estimates since it would limit the
amount of motion that could occur between updates
even more. Work progresseson making the system
more robust when the measurements are unreliable
or unavailable, e.g. occluded laser dots, lasersproject-
ing into corners make one or more laser projections
unavailable and thus increase the delay between up-
dates in this con�guration (and increasing the chance
of choosing an incorrect pose). This is currently un-
der development by using a SCAAT 23 tracking �lter
which will allow the user to be tracked consistently
even if a laser dot measurement is unavailable for a
given frame. Using this algorithm would also decrease
the total latency of the systemsincewewould not need
to wait until four laser measurements are available to
estimate the pose.Although a complete end-to-end la-
tency analysis has not yet been performed, minim um
system latency { due to camera capture, initial data
processingetc. { is approximatley 0.035s.
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